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Speech Processing
Week 2



Speech Recognition 

Speaker Identification
Speaker Verification 

Emotion Recognition 

ModelModel

Model

Speaker Separation
Voice Conversion

Speech Translation 

Text-to-Speech

What we have learned
How to implement the models?



Lack of Training Data “hello”

“how are you”

“good morning”

Model

100,000 hours of paired data

Impossible to have a large 
amount of paired data for all 
tasks in all languages 

Babies learn their first language with little supervision.

Can AI have the same ability?



Self-supervised learning / Pre-training 
Week 2



What we have learned

Self-supervised 
Model

Task 1 Task 2 Task 3

Pre-train
Unlabeled Text BERT, GPT, etc.

How about speech?

Limited 
labelled data



Outline ● Part I

○ Benchmarking for Self-supervised Learning 

■ SUPERB (speaker: Hung-yi Lee)

■ LeBenchmark (speaker: Titouan Parcollet)

○ Open-source toolkits for wide variety of tasks

■ Speech Brain (speaker: Mirco Ravanelli)

■ ESPNet (speaker: Shinji Watanabe)

○ Type your questions during the talks.

● Part II: 

○ We will discuss your questions.



Benchmarking for Self-supervised Learning 



To Learn More ……

● SUPERB

● LeBenchmark

● Zero Speech

● HEAR

HEAR: https://neuralaudio.ai/hear2021-holistic-evaluation-of-audio-representations.html

Zero Speech: https://www.zerospeech.com/

uses speech representations in a 
wide variety of downstream tasks 

no linguistic labels available 

Audio (music, sound event, etc.)
Speech



Benchmarking for Self-supervised Learning

SUPERB



SUPERB
Speech processing Universal PERformance Benchmark

Will be published at INTERSPEECH 2021



Typical Self-supervised Learning for Speech

Self-supervised 
Model

Speech
Recognition

Pre-train
Unlabeled Speech

1. No side-by-side 
comparison

2. More downstream tasks? 

CPC, PASE, APC, Mockingjay, 
wav2vec series, HuBERT series, etc 



SUPERB

Decathlon

Self-supervised Speech Models

Speech 
recognition

Phoneme 
recognition

Keyword 
spotting

Query-by-example Speaker 
Identification

Speaker 
verification

Emotion

Speaker 
Diarization

Spoken 
Intent Classification

Spoken Slot Filling



Content /b/ /d/ /f/ /g/ ...
transcribe

I want to pet a cat

Left / Right / Go …
classify

Document: 
I joined MLSS 2021 
Taipei.

Query: 
“Tapei” Query in Document?

Phoneme 
Recognition

Keyword 
Spotting

Speech 
Recogition

transcribe

Query-by-Ex
ample Yes / No



Speaker

A A A
B B

X X

Speaker IDclassify

Utterance BUtterance 
A A & B same speaker?

Speaker
Identification

Speaker
Diarization

Speaker
Verification Yes / No



Semantic Intent classes
classify

extract

I fly from Taipei to New York

Slot type Slot value

from_location Taipei

to_location New York

Emotion 

Happy / Angry / Sad ……
classifyEmotion 

Recognition

Intent 
Classification

Slot Filling



How to use Self-supervised Model - Constrained Track

Self-supervised ModelShared across tasks

Downstream 
Model 1

All the self-supervised 
models use the same 
network architecture.

…Downstream 
Model 2

Downstream 
Model 3

fixed

Keep it simple



Universal features 

How to use Self-supervised Model - Constrained Track

Self-supervised Model

task independent

Downstream 
Model 1 …Downstream 

Model 2
Downstream 

Model 3

fixed

Limited capacity

• General-purpose knowledge 
for speech processing, from 
acoustic signals to semantics

• Storage saving 

• Easy to add new tasks



Self-supervised 
Model

+

 

 

 

 

 

The feature weights are 
joined learned with the 
downstream task.

Layer 1

Layer 2

Layer 3

......
 

Downstream 
Model



tasks
Hand-crafted 
features

Self-supervised 
Speech Model

(open data, easy to reproduce)



Self-supervised learning outperforms fbank in most cases.



• Some self-supervised models outperform fbank in all tasks.
• HuBERT and wav2vec 2.0 outperform other models 



Welcome to submit! ☺ 

Leaderboard: https://superbbenchmark.org/



S3PRL toolkit: Self-Supervised Speech Pre-training 
and Representation Learning 

https://github.com/s3prl/s3prl

• Upstream Pre-training
• Upstream Hub
• Downstream fine-tuning
• SUPERB Challenge

https://github.com/s3prl/s3prl

ESPNet

Speech Brain



S3PRL toolkit: Self-Supervised Speech Pre-training 
and Representation Learning 

https://github.com/s3prl/s3prl

Shu-wen Yang (Leo) Andy T. Liu



Link to recording: https://youtu.be/PkMFnS6cjAc 



Next Step

● Adding new tasks
○ Speech Translation
○ Spoken Question Answering 
○ Speech Enhancement
○ Speaker Separation
○ Voice Conversion 

● Other ways to use self-supervised models



Next Step

● Near future: Challenge 
○ Private data for the tasks
○ (Perhaps) You only submit self-supervised model. 

We train your model on downstream tasks by our 
scripts for fair comparison. 

Stayed tuned: https://superbbenchmark.org/



Far Future Work

Speech 
recognition

Phoneme 
recognition

Keyword 
spotting

Query-by-example Speaker 
Identification

Speaker 
verification

Emotion

Spoken 
Intent Classification

Spoken Slot Filling

life-long learning: learning the 
tasks sequentially
meta learning: learning a learning 
algorithm on some training tasks



Call for Paper
● IEEE JSTSP Special Issue on Self-Supervised Learning for Speech and 

Audio Processing
● Deadline: December 30, 2021
● Link 

https://signalprocessingsociety.org/blog/ieee-jstsp-special-issue-self-supe
rvised-learning-speech-and-audio-processing



Benchmarking for Self-supervised Learning
LeBenchmark



A bit of context — LeBenchmark

Published at INTERSPEECH 2021



A bit of context — LeBenchmark

… with one thing in common:



SSL for speech looks great but ...

Lack of scientific standardisation + mostly evaluated on English
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=

How do we even know if a new method works better in a multilingual setup?



SSL for speech looks great but ...

Lack of scientific standardisation + mostly evaluated on English.

=

How do we even know if a new method works better in a multilingual setup?

LeBenchmark = std(dataset && evaluation) + French.



First step — standardised dataset

Remember: we want to evaluate new SSL models for Speech.



First step — standardised dataset

Remember: we want to evaluate new SSL models for Speech.

We should not waste time in investigating the impact of different data.



First step — standardised dataset

Remember: we want to evaluate new SSL models for Speech.

Offer a large-enough and heterogeneous-enough dataset.



First step — standardised dataset

Remember: we want to evaluate new SSL models for Speech.

Offer a large-enough and heterogeneous-enough dataset.

SSL needs a lot of data (e.g. VoxPopuli > 100K Hours) 



First step — standardised dataset

Remember: we want to evaluate new SSL models for Speech.

Offer a large-enough and heterogeneous-enough dataset.

Gender balance, influence of the environment, type of 
speech (spontaneous, broadcasted, read …) ...



First step — standardised dataset

Problem: getting the data.
(everything that is not english is hard to obtain)



First step — standardised dataset

Problem: getting the data.
(everything that is not english is hard to obtain)

Gather well-known French datasets and document them.



First step — standardised dataset

Problem: getting the data.
(everything that is not english is hard to obtain)

Gather well-known French datasets and document them.

LeBenchmark datasets = 1K hours or 3K hours or 7K hours or 10K* hours

*not available yet (Submitted to NeurIPS Datasets and Benchmarks track)



First step — standardised dataset

Influence of the data availability
(e.g. low-resources languages).

Are 1000H enough to train a SSL system?

Is it worth adding thousands of hours of 
speech and compute?

Does it depend on the downstream task?



First step — standardised dataset

Influence of the data type
(e.g. on-the-wild).

Does spontaneous speech help with SSL?

Are noisy data helping with robustness?

Can we just train a big model with read 
speech only?



First step — standardised dataset

Research remains slowed down by the 
distribution scheme of the data ...



Second step — baseline SSL models

Give the community a set of baselines to compare with.



Second step — baseline SSL models

Give the community a set of baselines to compare with.

Research about SSL is not only about finding the best SSL model.



Second step — baseline SSL models

Give the community a set of baselines to compare with.

Research about SSL is not only about finding the best SSL model.

Not everyone can train a SSL model on 7K hours (64 Tesla V100/14 days).



Second step — baseline SSL models

wav2vec 2.0*

Model Type: Transformer
SSL Type: Contrastive Learning

*Baevski, A., Zhou, Y., Mohamed, A., & Auli, M. (2020). wav2vec 2.0: A Framework for Self-Supervised Learning of Speech Representations. Advances in Neural Information Processing Systems, 33.

Training these models really is challenging ...



Second step — baseline SSL models

https://huggingface.co/LeBenchmark

Release the models to the community!

wav2vec-FR-7K-Large
wav2vec-FR-3K-Large
wav2vec-FR-1K-Large

wav2vec-FR-7K-Base
wav2vec-FR-3K-Base

wav2vec-FR-2.6K-Base
wav2vec-FR-1K-Base

Can be easily used with well-know toolkits: SpeechBrain, ESPnet, S3PRL, FairSeq ...



Second step — baseline SSL models

https://huggingface.co/LeBenchmark

Release the models to the community!

wav2vec-FR-7K-Large
wav2vec-FR-3K-Large
wav2vec-FR-1K-Large

wav2vec-FR-7K-Base
wav2vec-FR-3K-Base

wav2vec-FR-2.6K-Base
wav2vec-FR-1K-Base

wav2vec-FR-2.6K-Base does not contain spontaneous speech.



Third step — Introduce the benchmark

Problem: designing a benchmark close to the real world is extremely hard.
(almost impossible)



Third step — Introduce the benchmark

Problem: designing a benchmark close to the real world is extremely hard.
(almost impossible)

diversity.



Third step — Introduce the benchmark

Diversity of problems: classification (AER), sequence labelling (SLU) and conditional natural language generation (ASR, AST).
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Third step — Introduce the benchmark

Diversity of problems: classification (AER), sequence labelling (SLU) and conditional natural language generation (ASR, AST).

Diversity of information extracted: transcript (ASR), semantics (SLU), translation (AST) and paralinguistics (AER).

Diversity of annotated resources available for downstream tasks: large (ASR), medium (SLU, AST) or small (AER).

Provide French standardised downstream baselines with training scripts for: 

Automatic Emotion Recognition, 
Spoken Language Understanding, 

Automatic Speech Translation,
Automatic Speech Recognition.

https://github.com/LeBenchmark/Interspeech2021



Third step — Introduce the benchmark

Too much tables and numbers = let’s jump to the outcomes.



Third step — Introduce the benchmark

Too much tables and numbers = let’s jump to the outcomes.

Good for the community! 



Third step — Introduce the benchmark

Automatic Emotion Recognition 
(RECOLA — 3.8h / AlloSat 37h)

Expected or Unexpected



Third step — Introduce the benchmark

Automatic Emotion Recognition 
(RECOLA — 3.8h / AlloSat 37h)

Multilingual wav2vec 2.0 (XLSR) trained on way more data is not as good as our French models.

Smaller wav2vec 2.0 (base) lead to better performance.

SSL features are better than traditional acoustic ones (FBANKs).

Expected or Unexpected



Third step — Introduce the benchmark

Spoken Language Understanding 
(MEDIA — 17h)

Multilingual wav2vec 2.0 (XLSR) trained on way more data is not as good as our French models.

More hours of pretraining do not improve the performance.

Larger wav2vec 2.0 (large) lead to better performance.

SSL features are better than traditional acoustic ones (FBANKs).

Expected or Unexpected



Third step — Introduce the benchmark

Automatic Speech Translation 
(French to {English, Portugese, Spanish} — TEDx and CoVoST2 — [25h, 180h])

Multilingual wav2vec 2.0 (XLSR) trained on way more data is not as good as our French models.

Gains are reducing with the increase of supervised data.

Larger wav2vec 2.0 (large) lead to better performance.

SSL features are better than traditional acoustic ones (FBANKs).

Expected or Unexpected



Third step — Introduce the benchmark

Automatic Speech Recognition 
(CommonVoice  — 477h / ETAPE — 36h)

Multilingual wav2vec 2.0 (XLSR) trained on way more data is not as good as our French models.

Gains are reducing with the increase of supervised data.

Larger wav2vec 2.0 (large) lead to better performance.

SSL features are better than traditional acoustic ones (FBANKs).

Expected or Unexpected



LeBenchmark

Outcomes: 

SSL models can not be deployed and used from intuitions only.

We still do not know exactly what will work or not.

SSL models behaviors vary a lot.

Benchmarks are needed to frame the development of these technologies! 



open-source toolkits 



Open-Source Toolkits for Speech Processing
● Open-source toolkits have played a critical role in the development of speech processing technology:

CMU Sphinx

● With the raise of deep learning, some general-purpose libraries have been developed:



Open-Source Toolkits for Speech Processing
● Thanks to these general framework, more flexible python-based speech processing toolkits have 

quickly appeared.

● Some of them are task-specific:

Speech Separation Diarization

SIDEKIT

Speaker Recognition

DeepSpeech

Speech Recognition

RETURNN

Speech Recognition Speech Recognition Speech Recognition

ESPRESSO

Speech Recognition

LINGVO



Open-Source Toolkits for Speech Processing
● Some others support multiple speech tasks:



open-source toolkits 
Speech Brain



What is SpeechBrain?
• SpeechBrain is an open-source and all-in-one speech toolkit based on PyTorch.

• Goal: speed up research and development of 
speech and audio processing techniques.

● Flexibility
● Easy-to-use
● Modularity 
● Efficiency 
● Good documentation

Key features:
Website:  speechbrain.github.io/

Code:  github.com/speechbrain/speechbrain

Pretrained models:  huggingface.co/speechbrain

Tutorials:  github.com/speechbrain/speechbrain

https://speechbrain.github.io/
https://github.com/speechbrain/speechbrain
https://huggingface.co/speechbrain
https://github.com/speechbrain/speechbrain


What is SpeechBrain?
SpeechBrain is designed from scratch to support multiple speech processing tasks.

Speech Recognition

Speech  Enhancement

Speech Separation

Speaker Recognition

Emotion Recognition

Language Identification

All these tasks are 
strongly 

interconnected!!

Speech Synthesis

SpeechBrain



Neural Network

Text

Speech Recognition

Neural Network

Semantics

Spoken Language Understanding

Neural Network

Speech Enhancement

Neural Network

Speech Separation

Speaker Recognition Speaker Diarization

And many others….

What can I do with SpeechBrain?

Seq2seq RNN
RNN Transducers
Transformers
...

MetricGAN+
MimicLoss
...

ConvTasnet
DualPath RNN
SepFormers
….

-E2E Direct
- Multi-Stage
- Decoupled

xvectors
ECAPA-TDNN
PLDA
….

SpectralClustering
…..



What can I do with SpeechBrain?

- Language Modeling
- Language Identification
- Sound Classification
- Grapheme-to-phoneme
- Multi-microphone signal processing
- EEG Decoding of Brain Signals

- Text-to-Speech
- Music Generation
- Speech Translation
- Voice Activity Detection
- Finite State Transducers (Integration with k2)

SpeechBrain has also recipes for:

….. and ongoing work for:



Design Principles
Ease of use

Simplicity & Modularity:  we develop intuitive modules that are easy to 
interconnect with each other. The code is pythonic and maximizes the 
use PyTorch routines.

Lean software stack:  SpeechBrain employs a simple software stack (i.e., 
Python → PyTorch → SpeechBrain) to avoid dealing with too many levels of 
abstractions. PyTorch-compatible code works in our toolkit without any 
further modification

Minimal external dependencies:  SpeechBrain has a minimal list of 
external dependencies that are all installable via PyPI. The installation 
process simply requires running the command pip install speechbrain and 
is done within a few minutes.

Python

PyTorch

SpeechBrain



Design Principles
Replicability & Transparency

● SpeechBrain promotes open and transparent science. 

● We trained most of our models with publicly available data. This way, 
our results can be easily replicated by the community. 

● Several pre-trained models, which only require a few lines of code to 
use, are distributed via Hugging Face. 

● Besides sharing the code and the trained models, we also share the 
whole experiment folder, which contains all the needed details (e.g., 
logs) to reproduce our results.



Design Principles
Accessibility

● We have released SpechBrain under a very permissive license (Apache 2.0). 

● SpeechBrain is designed to be easily understandable by a large user base, 
including early students and practitioners.

● We want SpeechBrain to serve educational purposes as well.

● We put several efforts on writing comprehensive documentation.



How to Train a Model
● For all recipes and tasks, users can train a model simply with: 

python train.py hparams.yaml

HyperPyYAML

Not a plain list of hyperparameters, we declare the 
objects that we use.

There is a visible connection between the hyperparameter and 
the object using it.

Important computations (e.g., forward 
step, objectives, data-io transformation) are 
directly visible in train.py



Inference
● SpeechBrain also provides functions for performing easy inference on pre-trained models:

from speechbrain.pretrained import EncoderDecoderASR
asr_model = 
EncoderDecoderASR.from_hparams(source= "speechbrain/asr-crdnn-rnnlm-librispeech" )
asr_model.transcribe_file( 'your_file.wav' )

from speechbrain.pretrained import SpeakerRecognition
verification = SpeakerRecognition.from_hparams(source= "speechbrain/spkrec-ecapa-voxceleb" )
score, prediction = verification.verify_files( "file_1.wav" ,"file2_2.wav" )

Speech Recognition

Speaker Verification

from speechbrain.pretrained import SepformerSeparation as separator
model = separator.from_hparams(source="speechbrain/sepformer-wsj02mix")
est_sources = model.separate_file(path='mixture.wav'

Speech Separation

huggingface.co/speechbrain

SpeechBrain 
currently has 
25 pretrained 
models on 
HuggingFace



Documentation

Inline comments

Docstrings 
+

 Code snippets

Templates

Tutorials
SpeechBrain provides documentation at different levels.  



Documentation

Inline comments

Docstrings 
+

 Code snippets

Templates

Tutorials

We thus have written several tutorials (currently 22) with 
Google Colab to help newcomers become more familiar 
with speech technologies.

https://speechbrain.github.io/

Examples of tutorials:

● Speech Recognition from Scratch

● Speech Classification from Scratch

● Speech Enhancement from Scratch

Tutorials

https://speechbrain.github.io/


Documentation

Inline comments

Docstrings 
+

 Code snippets

Templates

Tutorials

● Templates are simple, well-documented recipes that 
contain all the parts necessary for a working system 
(training, validation, evaluation, inference, ..).

● They cover a broad spectrum of types of tasks that are 
encountered in speech research, such as:

➔ sequence regression (enhancement)
➔ sequence to sequence (speech recognition)
➔ sequence classification (speaker ID)

Templates



Documentation

Inline comments

Docstrings 
+

 Code snippets

Templates

Tutorials



Performance
● SpeechBrain is released with many recipes on popular datasets that achieve competitive or 

state-of-the-art results in many tasks.

Dataset Task System Performance

LibriSpeech Speech Recognition CNN + Transformer WER=2.35% (test-clean)

LibriSpeech Speech Recognition wav2vec2 + CTC WER=1.90% (test-clean)

TIMIT Speech Recognition CRDNN + distillation PER=13.1% (test)

TIMIT Speech Recognition wav2vec2 + CTC/Att. PER=8.04% (test)

VoxCeleb2 Speaker Verification ECAPA-TDNN EER=0.69% (vox1-test)

AMI Speaker Diarization ECAPA-TDNN DER=2.13% (lapel-mix)

VoiceBank Speech Enhancement MetricGAN+ PESQ=3.08 (test)

WSJ2MIX Speech Separation SepFormer SDRi=22.6 dB (test)

WSJ3MIX Speech Separation SepFormer SDRi=20.0 dB (test)



Other Features
- Multi-GPU Training

- Dynamic Batching (based on bucketing)

- Large Scale Experiments with Webdataset

- On-the-fly augmentation and feature computation (on both CPU and GPU)

- Interface with HuggingFace for pre-training with large models (e.g, wav2vec)



Project History

Development Started: February 2020 

Beta testing: February 2021

Public Release: March 2021

Project Announcement: September 2019 

Now

SpeechBrain is growing very fast! 

46 recipes for 20 datasets.
2.8k stars on github (in just 5 months)



Reference

Website: speechbrain.github.io/

Code: github.com/speechbrain/speechbrain

Tutorials: github.com/speechbrain/speechbrain

Pretrained models: huggingface.co/speechbrain

https://arxiv.org/abs/2106.04624

https://speechbrain.github.io/
https://github.com/speechbrain/speechbrain
https://github.com/speechbrain/speechbrain
https://huggingface.co/speechbrain
https://arxiv.org/abs/2106.04624
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open-source toolkits 
ESPNet



Today’s talk

● Introduction of ESPnet, end-to-end speech processing toolkit

● Broadened applications

● Automatic speech recognition (ASR)

○ Performance improvement

○ New features

■ RNN-transducer

■ Non-autoregressive modeling

● Text to speech (TTS)

● Voice conversion

● Speech translation

● Speech enhancement



Today’s talk
● Introduction of ESPnet, end-to-end speech processing toolkit

● Broadened applications

● Automatic speech recognition (ASR)

○ Performance improvement

○ New features
■ RNN-transducer
■ Non-autoregressive modeling

● Text to speech (TTS)

● Voice conversion

● Speech translation

● Speech enhancement

Note that this presentation is a summary/collection 
of recent activities in the ESPnet toolkit

Please also check individual reports



ESPnet　　　　　, launched in December 2017



Our initial report at Interspeech 2018



ESPnet　　　　     , launched in December 2017

●Open source (Apache2.0) end-to-end speech processing toolkit
●Major concept: Reproducibility

○ Leverage our end-to-end ASR experience to the community

○ Accelerates end-to-end research for speech researchers

●PyTorch based dynamic neural network toolkit as an engine
○ Easily develop novel neural network architecture

●Follows the famous speech recognition toolkit, Kaldi, style 
○ Smoothly port ASR experiments from Kaldi to ESPnet with the common data processing, feature 

extraction/format
○ Recipes to provide a complete setup for speech processing experiments

●The project is greatly accelerated in these three years

https://github.com/espnet/espnet
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ESPnet　　　　     , launched in December 2017

●Open source (Apache2.0) end-to-end speech processing toolkit
●Major concept: Reproducibility

○ Leverage our end-to-end ASR experience to the community

○ Accelerates end-to-end research for speech researchers

●PyTorch based dynamic neural network toolkit as an engine
○ Easily develop novel neural network architecture

●Follows the famous speech recognition toolkit, Kaldi, style 
○ Smoothly port ASR experiments from Kaldi to ESPnet with the common data processing, feature 

extraction/format
○ Recipes to provide a complete setup for speech processing experiments

●The project is greatly accelerated in these three years

https://github.com/espnet/espn
et

Python

PyTorch

ESPnet

Bash 
Good compatibility/scalability with Linux 
systems and job schedular but not 
pythonic and hard for begginers



Activity statistics (from 2018 to 2020)
● Citations, contributors, recipes 

(examples), and stars are all growing
i.e.,

● Developers have increasingly 
supported the development of 
ESPnet

● has been used in various research 
groups and contributed a lot to 
speech research activities

● ESPnet 4.1 stars (today)
○ Kaldi 10.7K stars
○ Nvidia NeMo 3.1K stars 
○ SpeechBrain 2.8K stars
○ Google Lingvo 2.3K stars
○ FairSeq: 13.6K stars



Major change in the internal framework
From ESPnet1 to ESPnet2
● ESPnet2: a new system for DNN training to extend our system from v.0.7.0
● Mostly refactoring, but which enables major update to deal with

●Distributed training
●On-the-fly feature extraction from the raw waveform
● Improved the scalability

● Improved software workflow by enhancing 
○ continuous integration, enriching documentation, supporting the 

docker, pip install
○ model zoo (mostly zenodo compared with hugging face HUB used in 

SpeechBrain. hugging face HUB migration is on-going)
○ WandB based experiment monitoring and sharing

●The migration is ongoing (ASR and TTS are already finished) 



Today’s talk

● Introduction of ESPnet, end-to-end speech processing toolkit

● Broadened applications

● Automatic speech recognition (ASR)

○ Performance improvement

○ New features

■ RNN-transducer

■ Non-autoregressive modeling

● Text to speech (TTS)

● Voice conversion

● Speech translation

● Speech enhancement



● ESPnet (ASR+X) covers the following topics complementally

● Why can one toolkit support such wide-ranges of applications?

ASR

106
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● ESPnet (ASR+X) covers the following topics complementally

● Why can one toolkit support such wide-ranges of 
applications?

ASR

TTSSpeech translation

Speech enhancement
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Unified form → Unified software design
●  
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ESPnet: End-to-end 
speech processing toolkit
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ESPnet: End-to-end 
speech processing toolkit

Speech
Text
English Speech
Noisy Speech

Text
Speech
German Text
Clean Speech

Speech 
enhancement



114

ESPnet: End-to-end 
speech processing toolkitCTC
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Joint 
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RNN-T
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ESPnet: End-to-end 
speech processing toolkitCTC

Attention
Joint 
CTC/Attention
RNN-T
Transformer, etc.

Unified form → Unified software design

Especially Joint CTC/Attention 
significantly improves ASR results 
(but makes inference complicated)
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ESPnet: End-to-end 
speech processing toolkit

- Many speech processing applications can be unified based on seq2seq
- Nemo, Fairseq, Lingvo, Espresso, SpeechBrain, Asteroid and other toolkits also 

fully make use of these functions
- We are closely collaborating/interacting with them

Unified form → Unified software design



Today’s talk

● Introduction of ESPnet, end-to-end speech processing toolkit

● Broadened applications

● Automatic speech recognition (ASR)

○ Performance improvement

○ New features

■ RNN-transducer

■ Non-autoregressive modeling

● Text to speech (TTS)

● Voice conversion

● Speech translation

● Speech enhancement



Automatic speech recognition (ASR)

I want to pet a cat
Speech 

Recogition
transcribe



Maintaining state-of-the-art performance in ASR

Error rate:
Lower is 
better
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Error rate:
Lower is 
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ESPnet Transformer



ESPnet Transformer

• One of the first success in the speech areas
• The performance was boosted 



Transformer boosted the performance 

● Improve the performance from RNN with 13 ASR tasks among 15 tasks

● Reaching the Kaldi performance (state-of-the-art non end-to-end ASR) in half of tasks



Transformer boosted the performance 

● Improve the performance from RNN with 13 ASR tasks among 15 tasks

● Reaching the Kaldi performance (state-of-the-art non end-to-end ASR) in half of 
tasks



Experiments (~ 1000 hours)
Librispeech at April 2019

● Very impressive results by Google

Toolkit dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8



Experiments (~ 1000 hours)
Librispeech at August 2019

● Reached Google’s best performance by community-driven efforts

Toolkit/Method dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7





GAFAM



GAFAM



Experiments (~ 1000 hours) in August 2019 
Librispeech

Toolkit/Method dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7



Experiments (~ 1000 hours) in March 2020 
Librispeech

Toolkit/Method dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer 1.9 4.4 1.9 3.9



ESPnet Conformer



ESPnet Conformer

• We try to follow Google’s conformer work
• Also apply conformer to ST, TTS, as well as 

ASR



Experiments (~ 1000 hours) in October 2020 
Librispeech

We continue to work on catching up SOTA.

Is the story ended? → No...

Toolkit/Method dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer 1.9 4.4 1.9 3.9
ESPnet Conformer 1.9 4.6 2.1 4.7







New weapon (Wav2vec2.0, 
HuBERT)



Experiments (~ 1000 hours) in March 2021 
Librispeech

Self-supervised training further improves the performance

Toolkit/Method dev_clean dev_other test_clean test_other
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer 1.9 4.4 1.9 3.9
ESPnet Conformer 1.9 4.6 2.1 4.7
Facebook wav2vec2.0 
(60k LibriVox)

1.6 3.0 1.8 3.3

Facebook Hubert (60k LibriVox) 1.7 3.0 1.9 3.5





SUPERB
S3PRL toolkit

+



Experiments (~ 1000 hours) in July 2021 
Librispeech

Reaching SOTA again!!!

Toolkit/Method dev_clean dev_other test_clean test_other
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer 1.9 4.4 1.9 3.9
ESPnet Conformer 1.9 4.6 2.1 4.7
Facebook wav2vec2.0 
(60k LibriVox)

1.6 3.0 1.8 3.3

Facebook Hubert (60k LibriVox) 1.7 3.0 1.9 3.5

ESPnet + S3PRL Hubert (60k 
LibriVox)

1.7 3.4 1.8 3.6



Experiments (~ 1000 hours) in July 2021 
Librispeech

Note that this was achieved by great helps from Google, Facebook, and SUPERB 

Toolkit/Method dev_clean dev_other test_clean test_other
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer 1.9 4.4 1.9 3.9
ESPnet Conformer 1.9 4.6 2.1 4.7
Facebook wav2vec2.0 
(60k LibriVox)

1.6 3.0 1.8 3.3

Facebook Hubert (60k LibriVox) 1.7 3.0 1.9 3.5

ESPnet + S3PRL Hubert (60k 
LibriVox)

1.7 3.4 1.8 3.6



Good example of “Collapetition”

= Collaboration + Competition



Discussions for catching SOTA

● We should not give up to catch up SOTA
● We developed Transformer -> Conformer -> Hubert

○ All activities have been supported by various collaborators 
(Collapetition)

○ We have further interactions with others including SpeechBrain, 
K2, etc.

● Now self-supervised models are ready in ESPnet through SUPERB 
S3PRL!!!
○ ESPnet can become one of the downstream tasks in SUPERB
○ It can be applied to LeBenchmark



Today’s talk

● Introduction of ESPnet, end-to-end speech processing toolkit

● Broadened applications

● Automatic speech recognition (ASR)

○ Performance improvement

○ New features

■ RNN-transducer

■ Non-autoregressive modeling

● Text to speech (TTS)

● Voice conversion

● Speech translation

● Speech enhancement



RNN/Transformer Transducer [Boyer+(2021)]

● RNN or transformer transducer (widely used in industry)
○ Good for streaming 

○ ESPnet has various architecture supports (LSTM, CNN, Transformer, 
conformer)

○ Also supports various beam search algorithms, including K2 FST 
beam search (similar to SpeechBrain)

Joint 
model



Non-Autoregressive modeling [Higuchi+(2020)]
● The most complicated part in ASR: Left-to-right beam search (several 

hundreds of lines)
● BERT-like iterative mask predict
● Achieved 0.07 real time factor!
     (Takes only 70ms to decode 1 sec utterance)

○ No software optimization
○ Just CPU

● Only 20 lines for coding
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Text to speech (TTS)

I want to pet a cat

Speech 
Synthesis 

or 
Text to 
speech

synthesize



ESPnet TTS



ESPnet TTS

● Mainly focuses on the development of text to mel-spectrogram (text2mel) models. 

○ It supports Tacotron2 and Transformer-TTS (AR), and FastSpeech and FastSpeech2 
(non-AR)

○ Of course, we can easily switch to RNN, transformer, or conformer 

● Multi-speaker extensions with X-vector and global style token. 

● Users can quickly develop the state-of-the-art baseline systems for the research 
purpose

● A lot of examples and demonstration systems, which works in real-time for various 
languages, including English, Mandarin, and Japanese

https://colab.research.google.com/github/espnet/notebook/blob/master/espnet2_tts_realtim
e_demo.ipynb

● Again supported by a lot of helps from Google (Dr. Heiga Zen)!!!

https://colab.research.google.com/github/espnet/notebook/blob/master/espnet2_tts_realtime_demo.ipynb
https://colab.research.google.com/github/espnet/notebook/blob/master/espnet2_tts_realtime_demo.ipynb




Voice conversion challenge 2020 baseline system



Voice conversion challenge 2020 baseline system

• Combining ASR and TTS to build a VC system
• Placed 2nd in terms of conversion similarity in 

the official listening test.
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Speech to text translation (ST)

Das ist eine andere 
Geschichte
(Germany)

Speech 
Translation

translate

That’s another 
story (English)



ESPnet-ST



ESPnet-ST

● Support the speech translation (ST) task with both the traditional pipeline approach 

(ASR + NMT) and end-to-end (E2E) approach

○ ESPnet also supports NMT and comparable performance to the other toolkit

● We demonstrated the state-of-the-art translation performance in standard ST 

benchmarks

○ MUST-C, IWSLT, Fisher Callhome Spanish

● Again, new progresses in ASR can be easily transferred to ST performance 

improvement, e.g., conformer, non-AR modeling
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Speech enhancement (SE)

Speech 
Enhancement

denoise
dereverberate

separate



ESPnet-SE



ESPnet-SE

● One of the biggest changes in ESPnet
● Include ALL speech enhancement functions
● Demonstration
https://colab.research.google.com/drive/1fjRJCh96SoYLZPRxsjF9VDv4Q2VoI
ckI?usp=sharing

● Many help from torchaudio
● SpeechBrain also has the strong SE functions

https://colab.research.google.com/drive/1fjRJCh96SoYLZPRxsjF9VDv4Q2VoIckI?usp=sharing
https://colab.research.google.com/drive/1fjRJCh96SoYLZPRxsjF9VDv4Q2VoIckI?usp=sharing


Speech enhancement 
Several types of problems

● Denoising (people mainly call it speech enhancement)

● Dereverberation

● Separation

Denoising

Separatio
n

Dereverb
eration
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Microphone array processing
Single to multiple microphones
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Microphone array processing
Single to multiple microphones

● Denoising (people mainly call it speech enhancement)

● Separation

● Dereverberation

Denoising

Make a spatial beam (beamforming) 
to only pick up desired signals





Differentiable speech enhancement frontend

● ESPnet SE can be used as an independent enhancement module
○ Denoising, Dereveberation, Separation

○ Single channel or multichannel

○ Can port Asteroid (audio source separation toolkit) pre-trained models 

● ESPnet SE can be used as a differentiable enhancement module

● We can realize a cocktail party effect by a machine

Speech Enhancement Speech Recognition

Back Propagation



Summary

●End-to-end speech processing has a lot of potentials
●ESPnet provides state-of-the-art and reproducible research in 

various speech processing applications
●We are working closely with other benchmarks (SUPERB, 

LeBenchmark, CHiME, VCC, etc.) and toolkit

We need further interactions with 
machine leaning community!

Let’s work together for the community contribution!!



Discussions
(these are commonly shared with SpeechBrain project)
● Complementary task covering with multiple toolkits

○ ESPnet
■ More focus on ASR/TTS/Speech translation with SOTA

○ SpeechBrain
■ More applications, and SOTA for ASR, speaker identification, spoken language 

understanding, and speech separation
○ Other tools also have unique functions ;)

● ESPnet and SpeechBrain are academic driven
○ Less biased for techniques
○ Any collaborations based on academic freedom!
○ Weak for the production support in general e.g., streaming and intensive tuning
○ Difficulties on maintainability and scalability

● Speech is one of the most important machine learning applications
○ How should these toolkits be evolved for machine learning researchers?

● We also want to discuss these items during the following sessions!!!



Concluding Remarks



Concluding Remarks

● Self-supervised learning for speech
● Open-source toolkits for wide variety of tasks

Start to engage in developing 
Speech Technology


