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在大型語言模型（LLMs）中，記憶與泛化機制的研究已成為關鍵的研究領域。

借鑒神經科學的啟示，人類大腦的不同區域展現出功能專門化，我們的研究探討

了LLMs在處理不同任務時，神經元是否也表現出類似的空間分化。

我們的研究旨在回答三個關鍵問題：

• 神經元分化：當一個大型語言模型（LLM）在包含泛化和記憶任務的混合資

料集上進行預訓練時，它是否能夠發展出特定的神經元區域來分別處理這些

不同的行為？這個問題類似於在人類大腦中，我們看到不同的區域在功能上

進行專門化。我們希望透過研究，揭示LLM在神經元層面是否也表現出這種

任務導向的空間分化。

• 行為辨識：基於神經元的活化模式，是否有可能推論出模型在執行任務時是

依賴記憶還是泛化？透過對神經元活化的詳細分析，我們希望能夠區分模型

在處理新輸入時的行為，進一步理解其在不同任務中的操作機制。

• 行為可控性：我們能否透過對特定神經元子集進行選擇性幹預，在推理過程

中動態調整LLM的行為？這種介入是否能幫助我們在記憶模式和泛化模式之

間靈活切換，以便根據特定任務的需要調節模型的輸出行為？這種對模型行

為的控制，將為實現更可靠和可解釋的AI模型提供重要的參考。

神經元分化與資料集

在記憶和泛化這兩種行為下，LLMs 的神經元是否會形成獨特的區域，
以便更有效地執行特定的任務？我們希望揭示 LLMs 在學習過程中是否
能夠在神經層面上進行這種空間差異化。

我們透過逐神經元均值差異值分析對泛化和記憶行為進行了比較，並發現以下

結果：

• 初始層沒有顯著差異：這表明初始層可能主要負責更基本的特徵提取，而不

是執行特定的記憶或泛化任務。

• 深層觀察到記憶與泛化神經元的空間特徵：在模型的後層反映了模型在更高

階的特徵表示和決策過程中的行為差異。

行為辨識

我們建立了基於深層隱藏狀態訓練的分類器，旨在有效區分記憶和泛化行為。透

過分析模型在不同任務下的隱藏狀態，我們能夠提取出特徵，從而判斷模型在特

定時刻是否傾向於記憶特定資訊或進行泛化推理。實驗結果表明，分類器的表現

良好，能夠準確地識別模型是否準備好進行記憶或泛化。

基於上下文推理的GPT-2中等模型在記憶與泛化行為
之間的NMD差異（排序後）

基於算術加法的GPT-2中等模型在記憶與泛化行為之
間的NMD差異（排序後）

上下文推理任務中各層的分類器準確性

行為可控性

基於先前的觀察結果，我們進一步透過推理時的介入來影響模型在推理過程中的

行為。我們利用擷取的成對模型表徵，調整模型的行為，使其朝向泛化或記憶化

的方向：

1. 我們透過計算每個神經元的權重與記憶化/泛化標籤之間的皮爾森相關係數，

辨識出最能代表記憶化或泛化行為的神經元。這一步幫助我們精準地確定哪

些神經元在不同任務中更傾向於記憶或泛化。

2. 在模型的推理階段，我們根據計算出的逐神經元均值差異值（NMD）來調

整神經元的權重，使其朝向目標行為的方向變化。具體來說，我們透過在推

理過程中對特定神經元進行幹預，以實現控制模型使用記憶化還是泛化的機

制。

上下文推理：應用推理時介入後的行為轉變

算術加法：應用推理時介入後的行為轉變

結論與未來研究方向

本篇研究的主要貢獻如下：
• 我們發現大規模語言模型（LLMs）並不會自動平衡記憶與泛化，它們需要針對性的引導，以優化其在特定任務上的行為。這項發現表明，LLMs的表現並不是固有的，而是依賴如何設

計和實施訓練過程。
• 我們展示了即時預測和影響這些行為的能力，突顯了提高LLMs在關鍵應用中可靠性的潛力。這種即時介入不僅可以改善模型在特定場景下的表現，還能增強其在面對突發情況時的應

變能力。
• 透過證明針對神經元層級介入的可行性，我們為未來的研究打開了大門，未來的研究可以探討對LLMs行為進行更細粒度控制的可能性，從而使得模型能夠根據上下文或使用者需求靈

活調整其行為。這種靈活性可能會使LLMs在個人化應用中發揮更大作用。

未來研究方向可以探索更廣泛的任務，以確定在本研究中觀察到的記憶與泛化差異是否是不同領域中的普遍特徵，並對更大的LLMs進行研究，以驗證這些觀察結果。這將有助於建立更全
面的理論框架，以理解和優化LLMs在各類任務中的表現。

算術加法任務中各層的分類器準確性


