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If you are familiar with seq2seq, then 
you are ready to engage in speech 
technology.



One slide for this course 

Model

Model

Model

Speech and text can be 
represented as sequence.

Model = Training a seq-
to-seq network



If you are familiar with seq2seq, then 
you are ready to engage in speech 
technology.



Thank you for 
your attention.



If you are familiar with seq2seq, then 
you are ready to engage in speech 
technology.
(To be the top in the field, you need to understand 
more than seq2seq.)



One slide for this course 

Model

Model

Model

Speech and text can be 
represented as sequence.

Model = Training a seq-
to-seq network



Speech
Recognition



Speech Recognition is Difficult?

I heard the story from Prof Haizhou Li.

1969



Today speech recognition is 
everywhere!

Amazon AlexaApple SiriGoogle Home Microsoft Cortana

All kinds of virtual assistants 



Today speech recognition is 
everywhere!
• 2017.01, in Dallas, Texas

• A six-year-old asked her Amazon Echo “can you play 
dollhouse with me and get me a dollhouse?” 

• The device orders a KidKraft Sparkle mansion dollhouse.

• TV station CW-6 in San Diego, California, was doing 
a morning news segment

• Anchor Jim Patton said, “I love the little girl saying, 
‘Alexa ordered me a dollhouse.’ ” ……

https://www.foxnews.com/tech/6-year-old-accidentally-orders-high-end-treats-
with-amazons-alexa

https://www.theverge.com/2017/1/7/14200210/amazon-alexa-tech-news-anchor-
order-dollhouse



Today speech recognition is 
everywhere!

2017.04



Fermachado123 is the username of Burger King’s marketing chief





Disclaimer: I have no intention of hurting or opposing 
any company or individual through this story.



Speech Recognition 

Speech
Recognition

speech text

Usually T > N

N

d

V

T

Speech and text can be represented as sequence.



Text and Speech as 
Vector Sequence



Text as Sequence 

Sentence 

Token
A 

Token
B

Token
C

Token
A

Token
B

• V is the number of different tokens (V = 3)

• The length is N (N=5)



Token 
Word: 

Morpheme: the smallest meaningful unit

unbreakable → “un” “break” “able”

rekillable → “re” “kill” “able”

What are the morphemes in a language?

(< word)

linguistic or statistic

one punch man

one punch man

In English, V>100K

For some languages, the word 
boundaries are unclear. 



Token 
Grapheme: smallest unit of a writing system

V = 26 + ?

26 English alphabets

+ {   } (space)
+ {punctuation marks} 

Lexicon free!

one punch man

o n e ……p

Phoneme: a unit of sound

W AH N P AH N CH M AE N 

Lexicon: word to phonemes

good ⟶ G UH D
cat ⟶ K AE T

one ⟶ W AH N
punch ⟶ P AH N CH

man ⟶ M AE N
one punch man

Out-of-
vocabulary (OOV)



Token
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)



If you know nothing about 
language ……

Bytes (!): The system can be language independent!

How many 
different tokens 
do we have? 

[Li, et al., ICASSP’19]

UTF-8 

V=?



Text and Speech as 
Vector Sequence



Speech
Source of image: 
https://deepmind.com/blog/article/wavenet-
generative-model-raw-audio



Speech

Speech is a sequence of numbers.

Represented as a very long vector sequence, 
each vector only has one dimension. 

The sequence will be very long.

1 second has 16K sample points



Acoustic Feature
10ms

25ms

400 sample points (16KHz)
39-dim MFCC
80-dim filter bank output

Acoustic 
feature

1s → 100 frames

frame

Hand-crafted 
Features



Acoustic Feature

DFT

DCT log

MFCC

……
…

Waveform

Spectrum

filter 
bank

https://librosa.org/doc/latest/index.html

https://pytorch.org/audio/stable/index.html



Auditory System

to 
brain

Each neuron only passes 
a specific frequency.

Pass high 
frequency

Pass low 
frequency

Pass 20kHz Pass 20Hz
Cochlea



Acoustic Feature
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)



How much data do we need?
(English corpora)

80 hr

300 hr

960 hr

2000 hr

“4096 hr”

[Chiu, et al., ICASSP, 2018] 

[Huang, et al., arXiv’19] 

“49 min”

4 hr

“2 hr 40 min”
MNIST: 28 x 28 x 1 x 60000

= 49 minutes (16kHz) 

= 47,040,000

CIFAR-10: 32 x 32 x 3 x 50000

= 2 hours 40 minutes 

= 153,600,000

The commercial systems use more than that ……



Models 
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)



Hybrid model

Front-end

Signal Processing

Acoustic

Models Lexicon

Feature

Vectors
Linguistic Decoding 

and 

Search Algorithm

Output 

Sentence

Speech

Corpora

Acoustic

Model

Training

Language

Model

Construction

Text

Corpora

Language

Model

Input Speech

Deep network for 
emission probabilities 
+ HMM for transition 
probabilities



Models 
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)



Listen, Attend, and Spell (LAS)

• It is the typical seq2seq with attention.
[Chorowski. et al., NIPS’15] 

Encoder Decoder



LAS – Does it work?

[Chorowski. Et al., NIPS’15] 

[Lu, et al., INTERSPEECH’15] 

300 hours

TIMIT

10.4% on SWB …
[Soltau, et al., ICASSP’14]



LAS – Yes, it works!

[Chiu, et al., ICASSP, 2018] 

[Chan, et al., ICASSP’16] 2000 hours 

12500 hours



[Chan, et al., ICASSP’16] 

[Chan, et al.,
ICASSP’16] 



More than Speech Recognition … 

Speech
Recognition

one punch man
+ Translation

一 拳 超 人

• Only 56% languages have written form 
(Ethnologue, 21st edition)

• The existing writing systems may not be widely 
used. 



More than Speech Recognition … 

Speech
Recognition

one punch man
+ Translation

一 拳 超 人

Speech
Recognition

+ Slot filling

Speech
Recognition

one ticket to Taipei 
on March 2nd

+ Intent classification

<buy ticket>

one ticket to Taipei 
on March 2nd

Location: Taipei, 
Time: March 2nd 



Comparison

Hybrid Model
• Less data ☺

• Easy to add new token ☺
(modify lexicon)

• Easy for teamwork ☺

• Larger model 

• Relative difficult to 
implement 

• Commercial system

End-to-end
• More data required 

• How to add new token? 

• There is only one model …… 


• Smaller model ☺

• Easy to implement ☺

• Usually for research 



Limitation of LAS

• LAS outputs the first token after listening the whole 
input.

• Users expect on-line speech recognition.

今 天 的 天 氣 非 常 好

LAS is not the final solution of speech recognition!



Models 
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)

Connectionist 
Temporal 
Classification 



Encoder

ℎ4ℎ3ℎ2ℎ1

𝑥4𝑥3𝑥2𝑥1

Classifier

For on-line speech recognition, 
use uni-directional model

ℎ𝑖W= Softmax(                         )

token size V

token
distribution

How about 
encoder only?



How about Encoder Only?

• Input T acoustic features, output T tokens (ignoring 
down sampling)

mlss ?

m  m l     l s   s s s s

mls ?



CTC

Encoder

ℎ4ℎ3ℎ2ℎ1

𝑥4𝑥3𝑥2𝑥1

token
distribution

For on-line speech recognition, 
use uni-directional model

ℎ𝑖W= Softmax(                         )

size V + 1

𝜙

Classifier

To separate 
output tokens



CTC

• Input T acoustic features, output T tokens (ignoring 
down sampling)

• Output tokens including 𝜙, merging duplicate 
tokens,  removing 𝜙

mlss

m  m l     l s   s s s s

mls

m m 𝜙 l   𝜙 s 𝜙 𝜙 s

m l sm m 𝜙 l    l 𝜙 𝜙 s   s

m l s s



CTC

Encoder

ℎ4ℎ3ℎ2ℎ1

𝑥4𝑥3𝑥2𝑥1

token
distribution

𝑥4𝑥3𝑥2𝑥1 “hi”

paired training data:

cross-entropy

1
1

1

1

much less than T, no 𝜙

𝜙

Classifier



CTC – Training 

𝑥4𝑥3𝑥2𝑥1 “hi”

paired training data:

All of them are used in 
training! (How?!)

𝑥4𝑥3𝑥2𝑥1

h h i𝜙

𝑥4𝑥3𝑥2𝑥1

h i ii

𝑥4𝑥3𝑥2𝑥1

h 𝜙 i𝜙

𝑥4𝑥3𝑥2𝑥1

h i𝜙 i

alignment 

[Graves, et al., ICML’14] 



Does CTC work?

[Graves, et al., ICML’14] 

[Sak, et al., INTERSPEECH’15]



Does CTC work?

[Bahdanau. et al., ICASSP’16]

80 hours



Models 
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)



LAS + CTC

Encoder Decoder

CTC loss LAS loss

Make convergence faster

[Watanabe, et al., IEEE JSTSP’17]



Models 
Go through more than 100 
papers in INTERSPEECH’19, 
ICASSP’19, ASRU’19
(Thanks to the TAs of DLHLP 2020)

[Graves, ICML workshop’12] 



LAS: aka seq2seq

CTC: input one vector, 
output one token

RNA: input one vector, 
output one token

RNN-T: input one vector, 
output multiple tokens

Neural Transducer: RNN-T that 
takes a small segment as input

MoCha: Neural Transducer 
decides the sizes of small 
segments 

More models …

• decoder is a
linear classifier

• decoder is an RNN

[Jaitly, et al., NIPS’16] 

[Chiu, et al., ICLR’18] [Sak, et al., INTERSPEECH’17] 



Speech

Who?

How?

What?

Speaker

ContentProsody



More than Speech Recognition 

Model

Other

Speech Recognition 

Speaker Identification
Speaker Verification 

Emotion Recognition 



Week 3



Speech
Recognition
Learning with less 

supervision



There are around 7,000 languages in the world. 

(Most languages do not have a large amount of paired data.)

Image: https://acutrans.com/top-10-most-commonly-spoken-languages-in-the-world/



Learning with less supervision

Self-supervised Learning

Learning from Unpaired Data 

Meta Learning



Speech BERT

Speech versionBERT

深 度 學 習



Week 3



Learning with less supervision

Self-supervised Learning

Learning from Unpaired Data 

Meta Learning



Learning from Unpaired Data 

Deep

Network
𝑥 𝑦

𝑥1

𝑥3

𝑥5

𝑥7

𝑥9

𝑦2

𝑦4

𝑦8

𝑦10

𝑦6
unpaired



Basic Idea - GAN

Acoustic Features

Generated
Phoneme Sequences

Data
(Audio)

Data
(Text)

How are you.

He think it’s…

Thanks for…

hh ih hh ih ng kcl …

hh aw aa r y uw

th ae ng k s f ao r …

Generator (ASR)



Basic Idea - GAN

Generator (ASR)

Acoustic Features

Data
(Audio)

Discriminator 

Data
(Text)

How are you.

He think it’s…

Thanks for…

hh ih hh ih ng kcl …

hh aw aa r y uw

th ae ng k s f ao r …

Phoneme Sequences

Real / GeneratedGenerated
Phoneme Sequences

Real 

Tries to distinguish real or 
generated phoneme sequence.



Basic Idea - GAN

Generator (ASR)

Acoustic Features

Data
(Audio)

Discriminator 

Data
(Text)

How are you.

He think it’s…

Thanks for…

hh ih hh ih ng kcl …

hh aw aa r y uw

th ae ng k s f ao r …

Phoneme Sequences

Real / GeneratedGenerated
Phoneme Sequences

Real 

Tries to “fool” Discriminator



Basic Idea - GAN

Generator (ASR)

Acoustic Features

Data
(Audio)

Discriminator 

Data
(Text)

How are you.

He think it’s…

Thanks for…

hh ih hh ih ng kcl …

hh aw aa r y uw

th ae ng k s f ao r …

Phoneme Sequences

Real / GeneratedGenerated
Phoneme Sequences

Real 

Train
Iteratively



• Unsupervised setting on TIMIT (text and audio are unpair, 
text is not the transcription of audio)

• 63.6% PER (oracle boundaries)

• 41.6% PER (automatic segmentation)

• 33.1% PER (automatic segmentation)

[Liu, et al., INTERSPEECH 2018]

[Yeh, et al., ICLR 2019]

How is the results?

[Chen, et al., INTERSPEECH 2019]

The progress of supervised learning 

A
cc

u
ra

cy

Unsupervised learning is as good as 
supervised learning 30 years ago.

The image is modified from: Phone recognition on the TIMIT database Lopes, C. and Perdigão, F., 2011. 
Speech Technologies, Vol 1, pp. 285--302.



https://ai.facebook.com/blog/wav2vec-unsupervised-speech-recognition-
without-supervision/

Recent Progress of Unsupervised ASR



https://ai.facebook.com/blog/wav2vec-unsupervised-speech-recognition-
without-supervision/

More Application: Unsupervised ASR



Learning with less supervision

Self-supervised Learning

Learning from Unpaired Data 

Meta Learning



Meta Learning 

Learning 
task 1

Learning 
task 100

I can learn 
task 101 better

Learning 
task 2

…
…

English

Chinese

Japanese

Tamil

Training Tasks Testing Tasks

Fast adapt to the languages 
lack of labeled data



Week 2

To learn more: 
https://jeffeuxmartin.github.io/meta-learning-hlp/



Learning with less supervision

Self-supervised Learning

Learning from Unpaired Data 

Meta Learning



One slide for this course 

Model

Model

Model

Speech and text can be 
represented as sequence.

Model = Training a seq-
to-seq network





Before End-to-end
Source of video: 
https://www.youtube.com/watch?v=0
rAyrmm7vv0

VODER (1939): New York World's Fair



Before End-to-end

• IBM computer (1960s): John Larry Kelly Jr. using 
an IBM computer to synthesize speech at Bell lab.

Source of video and audio: https://youtu.be/UGsfwhb4-bQ
https://www.vintagecomputermusic.com/mp3/s2t9_Computer_Speech_Demonstration.mp3



Before End-to-end

speeches from a 
large database 

Source of image: 
https://www.cs.cmu.edu/~pmuthuku/mls
p_page/lectures/spss_specom.pdf

Concatenative Approach



Before End-to-end

Source of image: http://hts.sp.nitech.ac.jp/?Tutorial

Parametric 
Approach 



Before End-to-end

Grapheme-
to-phoneme

Duration 
Prediction

F0
Fundamental 

Frequency 
Prediction

duration

Audio 
Synthesis

text audio
CAT

K AE T

0.1s 0.5s 0.1s

X,100Hz,X

K AE T

K AE T

All the components are deep learning based.

[Arik, et al., ICML’17]

Deep Voice 3 is end-
to-end.

[Ping, et al., ICLR’18]

Deep Voice



End-to-end 

TTS

Acoustic features

text

N

d

Te.g., seq2seq

Vocoder

• Rule-based
• Deep Learning: WaveNet

Vocoder

Irreversible

Spectrogram
Loss “phase”



Tacotron
[Wang, et al., INTERSPEECH’17]

[Shen, et al., ICASSP’18]



Pre-net

Input
embeddings

Attention is applied
to all decoder output

<BOS>

CBHG

h e l l o !

Pre-net Pre-net Pre-net

RNN RNN RNN

RNN RNN RNN

CBHG

Attention

Tacotron

Encoder

Decoder

Post-processing

character

spectrum



How good is Tacotron?

Version 1

Version 2

[Wang, et al., 
INTERSPEECH’17]

[Shen, et al., ICASSP’18]



(Keiichi Tokuda, keynote,
INTERSPEECH’19)

TTS is end-to-end



"A text-to-speech synthesis system typically consists of

multiple stages, such as a text analysis frontend, an acoustic

model and an audio synthesis module. Building these

components often requires extensive domain expertise and

may contain brittle design choices. In this paper, we present

Tacotron, an end-to-end generative text-to-speech model
that synthesizes speech directly from characters."

Provided by 
Po-chun Hsu



Fast Speech

Duration Informed Attention 
Network (DurIAN)

Encoder

c a t

Duration

2 3 1
Add 

length

Decoder

The renaissance of 
duration modeling.

[Ren, et al., NeurIPS’19]

[Yu, et al, arXiv’19] 

spectrum

Easy to control

How to train the 
model end-to-end?



Fast Speech Source of results: 
https://arxiv.org/pdf/1905.09263.pdf

In 50 sentences: 



Controllable TTS

TTS

Speaker

Emotion 

To learn more:

Xu Tan, Tao Qin, Frank Soong, Tie-Yan Liu, A Survey on Neural Speech Synthesis,

2021, https://arxiv.org/abs/2106.15561



One slide for this course 

Model

Model

Model

Speech and text can be 
represented as sequence.

Model = Training a seq-
to-seq network



Speech 
Separation



Speech Separation

• Humans can focus on the voice produced by a single 
speaker in a crowded and noisy environments.

Cocktail Party Effect



Speech Separation

• Speech Enhancement: speech-nonspeech separation (de-
noising)



Speech Separation

• Speaker Separation: multi-speaker talking 



Speaker Separation
Mixed audio

Speaker 
Separation

• Focusing on two speakers 
• Focusing on single microphone
• Speaker independent: training and testing speakers are 

completely different

It is easy to generate training data.

+

Training Data:

Seq2seq with 
two decoders (?)



+

Permutation Issue 

Mixed audio
Speaker 

Separation

𝑋1

𝑋2

L1/L2/SI-SDR

Mixed audio
Speaker 

Separation

𝑋1

𝑋2

L1/L2/SI-SDR

?

?



+

Permutation Issue 

+

Mixed audio
Speaker 

Separation

𝑋1

𝑋2

Speaker 
Separation

𝑋1

𝑋2

female

female

male

male

male

male

female

female

male + female

male + female

Cluster by Gender? Pitch? Energy?

?

?

?

?



Mixed audio
Speaker 

Separation

Larger energy?

Smaller energy?

Clustered by … ? 

[Yang, et al., ICASSP’20] 

Spk cluster 1?

Spk cluster 2?

Energy

Speaker



Permutation Invariant Training 
(PIT)

Speaker 
Separation

𝑋1

𝑋2

Speaker 
Separation

𝑋1

𝑋2

𝜃

𝜃

Given a speaker separation model 𝜃, we can determine the 
permutation

But we need permutation to train speaker separation model …   

Which permutation 
has smaller loss

[Kolbæ k, et al., TASLP’17]



PIT

[Yang, et al., ICASSP’20] 

Determine Label 
Assignment

Training Speaker 
Separation Network

At the beginning,  
the assignment is 
not stable.

Random 
initialize

[Kolbæ k, et al., TASLP’17]



PIT

[Yang, et al., ICASSP’20] 

[Kolbæk, et al., TASLP’17]

PIT



TasNet – Time-domain Audio 
Separation Network

Feature map

Mask 1 Mask 2

Mask 1 Mask 2

Mixed audio

Encoder

Separator

Decoder

Separated audio

[Luo, et al., TASLP’19]



To learn more ……

• Denoise Wavnet

• Chimera++ 

• Phase Reconstruction Model

• Deep Complex U-Net: Complex masking 

• Deep CASA: Make CASA great again!  

• Wavesplit: state-of-the-art on benchmark corpus 
WSJ0-2mix [Zeghidour, et al., arXiv’20] 

[Liu, et al., TASLP’19]

[Choi, et al., ICLR’19]

[Rethage, et al., ICASSP’18]

[Wang, et al., ICASSP’18]

[Wang, et al., ICASSP’19]



One slide for this course 

Model

Model

Model

Speech and text can be 
represented as sequence.

Model = Training a seq-
to-seq network



Voice Conversion



What is Voice Conversion (VC)? 

Voice 
Conversion

speech

d

T

speech

d

T’

What is preserved? 

What is changed? 

Content

Many different aspects …



Speaker

Detective
Conan

voice-changing 
bow-tie

Agasa
Hiroshi



Speaking Style 

• Emotion

• Normal-to-Lombard

• Whisper-to-Normal

• Singers vocal technique conversion

[Seshadri, et al., ICASSP’19]
Source of audio: 
https://shreyas253.github.io/SpStyl
eConv_CycleGAN/

[Patel, et al., SSW’19]

[Gao, et al., INTERSPEECH’19] 

Normal Lombard

‘lip thrill’ or ‘vibrato’
[Luo, et al., ICASSP‘20] 



Improving Intelligibility

• Improving the speech intelligibility

• oral cancer (top five cancer for male in Taiwan)

• surgical patients who have had parts of their 
articulators removed

[Biadsy, et al., INTERSPEECH’19][Chen et al., INTERSPEECH’19]

Before After Before After



Data Augmentation 

[Mimura, et al., 
ASRU 2017]

[Keskin, et al., ICML workshop’19]

Clean Speech Noisy Speech

VC?

VC?

VC Training 
Data x 2



Categories 

Parallel Data

Unparallel Data

How are you? How are you?

天氣真好 How are you?

Lack of training data:
• Model Pre-training
• Synthesized data!  

[Huang, et al., arXiv’19]

[Biadsy, et al., INTERSPEECH’19] 

• This is “audio style transfer”
• Borrowing techniques from image 

style transfer



Feature Disentangle 

How are you?

Content
Encoder

How are you?

Decoder

Speaker
Encoder

How 
are you?

How are you?

Source: https://www.dreamstime.com/illustration/disentangle.html



Feature Disentangle 

How are you?

Good bye

Content
Encoder

How are you?

Decoder

Speaker
Encoder

How 
are you?

How are you?

新垣結衣
(Aragaki Yui)



Feature Disentangle 

as close as possible (L1 or L2 distance)

Content
Encoder

Decoder

reconstructed Speaker
Encoder

input audio

How can you make one encoder for content 
and one for speaker?



1. Pre-training Encoders 

Content
Encoder

Decoder

reconstructed Speaker
Encoder

input audio

• Speaker embedding (i-vector, d-vector, x-vector … )

• Speech recognition [Sun, et al., ICME’16]

[Liu, et al., INTERSPEECH’18]

[Qian, et al., ICML’19] e.g., AutoVC



2. Adversarial Training 

How are you?

How are 
you?

Decoder

How are you?

Speaker
Classifier

or
Learn to fool the 
speaker classifier

(Discriminator)

Speaker classifier and encoder are learned iteratively

Content
Encoder

Speaker
Encoder

[Chou, et al., INTERSPEECH’18]

Just as Generative Adversarial Network (GAN)



3. Designing network architecture 

How are you?

Content
Encoder

= instance normalizationIN

Speaker
Encoder

How are 
you?

Decoder

IN

How are you?

(remove speaker information)



3. Designing network architecture 

= instance normalizationIN (remove speaker information)

Content Encoder



3. Designing network architecture 
…

…

…
…

…
…

…
…

IN

…
…

…
…

…
…

…
…

Normalize for each channel

Each channel has zero 
mean and unit variance

Content Encoder



3. Designing network architecture 

How are you?

Content
Encoder

= instance normalizationIN

Speaker
Encoder 

How are 
you?

Decoder

IN

How are you?

(remove speaker information)



3. Designing network architecture 

How are you?

Content
Encoder

Speaker
Encoder 

How are 
you?

Decoder

IN

A
d

aIN

How are you?

= instance normalizationIN

AdaIN = adaptive instance normalization

(remove speaker information)

(only influence speaker information)



Output of 
Speaker Encoder

…
…

…
…

…
…

…
…

IN

…
…

…
…

…
…

…
…

𝑧1 𝑧2 𝑧3 𝑧4

Decoder

𝑧1
′ 𝑧2

′ 𝑧3
′ 𝑧4

′

Add Global

𝑧𝑖
′ = 𝛾⨀𝑧𝑖 + 𝛽

A
d

aIN

𝛾

𝛽

AdaIN = adaptive instance normalization

(only influence speaker information)



3. Designing network architecture 

How are you?

Content
Encoder

Speaker
Encoder 

How are 
you?IN

Training from VCTK

Which speaker?

Speaker 

Classifier

With IN Without IN

Acc. 0.375 0.658
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For more results 
[Chou, et al., INTERSPEECH 2019] 
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How Far are we from Robust VC?

[Huang, et al., SLT’21]



One slide for this course 

Model

Model

Model

Speech and text can be 
represented as sequence.

Model = Training a seq-
to-seq network



If you are familiar with seq2seq, then 
you are ready to engage in speech 
technology.
(To be the top in the field, you need to understand 
more than seq2seq.)
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To learn more …

YouTube Channel teaching Deep Learning/Human Language Processing 
(in Mandarin, more than 7M Total Views and 80k Subscribers)


